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Abstract We present a new bio-inspired approach applied to a
problem of stereo image matching. This approach is based on an
artificial epidemic process, which we call the infection algorithm. The
problem at hand is a basic one in computer vision for 3D scene
reconstruction. It has many complex aspects and is known as an
extremely difficult one. The aim is to match the contents of two
images in order to obtain 3D information that allows the generation
of simulated projections from a viewpoint that is different from
the ones of the initial photographs. This process is known as view
synthesis. The algorithm we propose exploits the image contents
in order to produce only the necessary 3D depth information,
while saving computational time. It is based on a set of distributed
rules, which propagate like an artificial epidemic over the images.
Experiments on a pair of real images are presented, and realistic
reprojected images have been generated.

1 Introduction

The problem of matching the contents of a stereoscopic system is a classical (and extremely difficult)
problem in computer vision. Elastic image matching has been shown recently to be NP-complete
[12]. Stereo image matching has multiple practical applications, including robot navigation, object
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recognition, and more recently, realistic scene visualization or image-based rendering. Many ap-
proaches exist today that attempt to solve this problem. These approaches are now classified into
local and global methods. Local methods include block matching, gradient-based optimization, and
feature matching, while global approaches include dynamic programming, intrinsic curves, graph
cuts, nonlinear diffusion, belief propagation, and correspondenceless methods [3].

The matching of two images can be formulated as a constrained optimization problem. It is
however necessary to deal with a huge search space and with some aspects that are hard to model,
such as the occlusion of parts in the scene, regions with a regular pattern, or even regions with
similar textures. Classical techniques are limited and fail, due to the complexity and nature of the
problem [7, 14, 24, 29]. This is the main reason why artificial life and evolutionary methods are
considered now in this framework [18, 13].

Our work aims to improve the speed and the quality of stereo matching, while considering
simultaneously local and global information [21]. The local information is obtained from the
correlation or objective function used to match the contents of the two images, and from the
constraints used to improve the matching process. The objective function and constraints are
considered as local because they only depend on a local neighborhood. The global information is
encapsulated within the algorithm that we will describe in Section 5.

Artificial life obviously does not try to reproduce natural life, but to create systems that generate
characteristics, responses, or behaviors similar to the ones observed in natural systems [2]. One of
the favorite topics of this domain is the study of emergence of complex behaviors from a set of
elementary components acting according to simple rules. This work can be considered as a first
attempt to study dense stereo matching from an artificial life standpoint.

This study is also based on the idea of persistence of vision. This natural phenomenon can be
described as follows: the perceptual processes of the brain or the retina of the human eye retains an
image for a split second. In other words, when the human eye is presented with a rapid succession of
slightly different images, there is a brief period during which each image, after its disappearance, persists
upon the retina, allowing that image to blend smoothly with the next image. Such an explanation indeed
was the first to account for a sense of constancy of the light source. This idea was further developed to
explain motion; it is, of course, a totally inadequate explanation of the illusion of motion in cinema.
Instead, the eye-brain system has a combination of motion detectors, detail detectors, and pattern
detectors, the outputs of all of which are combined to create the visual experience.

This work represents a first study that attempts to propose how a machine could achieve dense
stereo matching using the principles of artificial life with the aim of providing a new and rich research
avenue into how machine vision could be benefited by bio-inspired approaches.

This article is organized as follows. The next section describes the nature of the matching
problem. Then, we introduce the principles of modeling and calibrating cameras. After that, we
explain the concepts of stereo vision and epipolar geometry in order to derive a criterion, as well as a
number of constraints, on dense stereo matching. Section 5 introduces the principles of the proposed
algorithm, with the main goal of saving on the number of calculations while maintaining the quality
of the virtual reprojected image. Section 6 explains the infection algorithm. Then, a set of images and
graphs illustrates the behavior and performance of the infection algorithm. Section 8 concludes the
article and proposes possible future research directions.

2 Statement of the Problem

Computational stereo, or the correspondence problem, refers to the problem of determining the
three-dimensional structure of a scene from two or more images taken from different viewpoints.
The fundamental assumption used by stereo algorithms is that a single three-dimensional physical
point projects onto a unique pair of image points for two cameras. On the other hand, if it is possible
to locate the image projected points on two observing cameras that correspond to the same physical
point in space, then it is possible to calculate its precise 3D position. However, the problem becomes

Q1
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intractable for several reasons, so that there exists no closed-form solution to it. Stereo matching is
an ill-posed problem with inherent ambiguities, due to ambiguous matches produced by occlusions,
specularities, or lack of texture. Therefore, a variety of constraints and assumptions are commonly
exploited to make the problem tractable. Figure 1 shows a classical pair of images illustrating the
usual difficulties of computational stereo. The movement between the two images is typically a
translation plus a small rotation. The wooden house and the calibration grid are clearly visible in both
images. However, the wooden puppet only appears in the right image, while the file organizer behind
the box with the children face only appears on the left image.

These are examples of visibility constraints: due to obstructions in the workplace, points of interest
that lie within the field of view are not all projected on both cameras. Thus, the visibility of a feature of
an object from a particular viewpoint depends on whether it is occluded, either by some part of the
object itself (self-occlusion), or by other objects in the environment. This problem is due to the
opaqueness of the objects. Additionally, if the feature lies outside the field of view of the sensor, it is
not visible. Hence, matching is impossible for these cases. Moreover, matching large homogeneous
(textureless) areas is also an ill-posed problem, since there is no way to decide which point corresponds
to which other point over the entire area (no characteristic features, and hence ambiguity). This is clearly
the case for the EvoVisı́on house as well as for the calibration grid of the test stereo pair.

3 Background of Modeling and Calibrating Cameras

Before explaining our new algorithm we must first define some notation. According to the problem
statement, we are working within the stereo-vision framework, which is represented by two cameras
observing the same scene. Each camera is modeled from a geometric standpoint according to the
pinhole camera model. This model is based on the fundamental assumption that the exposure
center, the ground point and its corresponding image point all lie on a straight line.

Let uij and vij denote the photo coordinates of the image of point j in photograph i. For each pair
of image coordinates (uij, vij)

t observed on each image the following relationship exists:

uij ¼
mi
11Xj þ mi

12Yj þ mi
13Zj þ mi

14

mi
31Xj þ mi

32Yj þ mi
33Zj þ mi

34

;

vij ¼
mi
21Xj þ mi

22Yj þ mi
23Zj þ mi

24

mi
31Xj þ mi

32Yj þ mi
33Zj þ mi

34

:

ð1Þ

Figure 1. A stereo pair taken at the EvoVisión laboratory. Notice several classical problems: occlusion, textureless areas,
sensor saturation, and optical constraints.
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This system of equations assumes that light rays travel in straight lines, that all rays entering a camera
lens system pass through a single point, and that the lens system is distortionless or, as is usual
in highly accurate measurement, that distortion has been canceled out after having been estimated.
In this way, a point in the scene Pj, j = 1, . . . , n, of homogeneous coordinates (Xj, Yj, Zj, 1)t is
projected into points pij of image coordinates (uij, vij)

t, through a projection matrix Mi, i = 1, . . . ,
k, of size 3 � 4 corresponding to the ith image. In this case k = 2. Therefore, three-dimensional
measurements can be obtained from several images. Each matrix M represents a mapping com-
posed of a transformation W ! C from the world coordinates W to the camera coordinates C

given by
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where the rotation matrix RWC, which is a function of three rotation parameters (a, h, g) and the
translation vector TWC, also of three degrees of freedom, characterizes the camera’s orientation and
position with respect to the world coordinate frame. Under perspective projection, the transforma-
tion from the 3D-world coordinate system to the 2D-image coordinates is
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where the matrix

K ¼

�ku f 0 u0 0

0 kv f v0 0

0 0 1 0

0

B

B

B

B

@

1

C

C

C

C

A

represents the intrinsic parameters of the camera, f is the focal length of the camera, (ku, kv) are the
horizontal and vertical pixel sizes on the image plane, and (u0, v0) is the projection of the camera’s
center (principal point) on the image plane.

Calibration is the process of estimating the intrinsic and extrinsic parameters of a camera. It
can be thought of as a two-stage process in which we first compute the matrix M and then compute
the intrinsic and extrinsic parameters from M. Here we follow the approach proposed by Faugeras
and Toscani [5, 6] to calibrate each camera in order to obtain the 10 intrinsic and extrinsic
parameters.
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4 Stereo Vision and Epipolar Geometry

Knowing the calibration for each camera, it is possible to compute the spatial relationship between
the two. Stereo vision refers to the ability to infer spatial geometry from at least two images taken
from different viewpoints. Stereo calibration consists in determining the transformation between two
images. If the calibration is performed between the two camera coordinate systems using only the
extrinsic parameters, then the transformation receives the name essential matrix. On the other hand, if
the calibration is performed between the two image coordinate systems using the intrinsic and
extrinsic parameters or no prior information on the stereo system, then the transformation receives
the name fundamental matrix.

4.1 The Essential Matrix
The essential matrix can be considered as the calibrated form of the fundamental matrix. It encodes
the epipolar geometry between two camera coordinate systems and can be represented as the
product of two matrices: an antisymmetric matrix (rank 2) and an orthonormal matrix (rank 3).
Hence, a point in the left camera coordinate system has a corresponding conjugate line in the right
camera coordinate system of coordinates a V, b V, c V as follows:
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4.2 The Fundamental Matrix
Notice that the above expression uses coordinates in the camera reference frame, but what we
actually measure from images are pixel coordinates. Therefore, we use the intrinsic parameters in
order to be able to make profitable use of the essential matrix. Let C and C V be the matrices of the
intrinsic parameters of the left and right camera, respectively. Thus, it is possible to transform
between the left image coordinate frame and the left camera coordinate frame as follows:
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Similarly, for the right camera
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If p and pV are the points in the pixel coordinate system obtained by substituting Equations 5 and
6 into considering that qVt	lV = 0, we have

pVtðC0�1
ÞtEC�1p ¼ 0:

From the last equation we obtain the fundamental matrix, which is defined as follows:

F ¼ ðC0�1
ÞtEC�1

: ð7Þ

It describes the epipolar geometry. The equation

pVtFp ¼ 0 ð8Þ

represents the epipolar line in the image coordinate system. Thus, as well as the essential matrix, the
fundamental matrix can be computed from two previously calibrated cameras.

4.3 Correlation as an Objective Function
A correlation measure can be used as a similarity criterion between image windows of fixed size. The
input is a stereo pair of images, Il (left) and Ir (right). The process of correlation can be thought as a
search process in which the correlation gives the measure used to identify the corresponding pixels
on both images. This process attempts to maximize the similarity criterion within a search region. Let
pl with image coordinates (x, y), and pr with image coordinates (x V, y V), be pixels in the left and
right image, 2W + 1 the width (in pixels) of the correlation window; Il ðx; yÞ and Ir ðx; yÞ be the mean
values of the images in the windows centered on pl and pr ; R( pl) be the search region in the right
image associated with pl ; and f(Il, Ir) be a function of both image windows. The function f is taken
as the zero-mean normalized cross-correlation (ZNCC). It is used to match points in two images, as
it is invariant to local linear radiometric changes. We have

fðIl ; Ir Þ ¼

P

i; ja½�w;w�
AB

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

P

i; ja½�w;w�
A2
P

i; ja½�w;w�
B2

q ;

A ¼ Il ðx þ i; y þ jÞ � Il ðx; yÞ;

B ¼ Ir ðx Vþ i; yVþ jÞ � Ir ðx V; yVÞ:

ð9Þ

4.4 Constraints on Dense Stereo Matching
Stereo matching is a very difficult search process. In order to minimize false matches, some matching
constraints must be set. The constraints we have considered in our algorithm are the following:

� Epipolar geometry. Given a feature point pl in the left image, the corresponding feature
point pr must lie on the corresponding epipolar line. This constraint reduces the search
space from two dimensions to one dimension. Unlike all other constraints, the epipolar
constraint will never fail and can be applied reliably once the epipolar geometry is known
(stereo-calibrated system).
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� Ordering. If pl X pr and pVl X pVr and if pl is to the left of pr , then pVl should also lie to the left
of pVr, and reversely. That is, the ordering of features is preserved.

� Orientation. We use as constraints the preservation not only of the gray value of the pixels
but also of the orientation of the epipolar line on which the pixel lies.

5 Artificial Epidemics for Dense Stereo Matching

The motivation to use what we call the infection algorithm has two main origins. First, when we
observe a scene, we do not observe everything in front of us. Instead, we focus our attention on
some parts that keep our interest in the scene. Hence, we believe that many of the attention
processes are handled by guessing, while we are developing our activities (which also may be the
source of optical illusions). Second, the process of guessing information from characteristic points
can be implemented via a matching propagation. This point also has some intuitive connections with
disease spread in a population.

5.1 Artificial Epidemics
Invasion of a population by a disease is a natural phenomenon. This phenomenon can be found in
all species populations, and has been a concern of human beings for centuries. The problem has
been deeply studied during the last fifty years, with the aim of obtaining ideas about how a given
disease will spread in a population, and also of deciding how to vaccinate the people in order to stop
the propagation of the disease.

There have been several approaches to the study of disease propagation. Researchers agree that
the first attempt to formulate a mathematical model is due to Lowell Reed and Wade Hapton in the
1920s [1], and their model was called the SIR (susceptible-infective-removed) model. In this model a
population is divided into three classes according to their status in relation to the disease of interest:
susceptible, meaning they are free of the disease but can catch it, infective, meaning they have the disease
and can pass it to others, and removed, meaning they have been removed; for example, dead hosts are
typically considered removed. Some probabilities per unit time are employed to calculate transitions
from a given state to another one. Contact patterns between individuals in the population are also
required for modeling the phenomenon.

The model has since been revised, and several researchers have studied exact solutions using what
is called epidemic models [11]. Given the features of epidemic models, some authors have employed
them to study different behaviors in computer networks and parallel machines. For instance, in [16]
an epidemic-based protocol is applied for implementing computer models on parallel machines.
Ganesh et al. [8] present an epidemic-based protocol for decentralized collection of information in a
distributed network. Very recently, a new kind of models aimed at describing interaction through
social, technological, and biological networks has been presented, and also employed for the study of
the spread of disease. These models have been called small-world networks, and are intended to study
how information traverses a network with certain properties [27]. The concept of small-world
network has recently been applied to study the effects of epidemic algorithms [17]. But epidemic
algorithms can also be seen from another point of view. Given that the model employs transition
rules from the different states that each individual from the population may occupy during the
epidemic process, other authors have studied and modeled disease spread in a population by means
of cellular automata [15], which are another very well-known class of algorithms inspired by nature.

Cellular automata (CAs) are fundamental computational models of spatial phenomena, in which
space is represented by a discrete lattice of cells. Each cell concurrently interacts with its neigh-
borhood, which, in a traditional CA, is limited to the cell’s nearest neighbors. CAs are considered as
one of the best representatives of parallel algorithms inspired by nature [23].

The new algorithm we present in this article is called the infection algorithm. It possesses some
properties borrowed from epidemic models: information is transmitted between individuals of the
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population, based on some transition rules. Nevertheless, as we will see later, the number of different
states that each individual of the population may occupy is larger than in an epidemic model. On the
other hand, the pattern of contacts among individuals is restricted to the close neighbors, instead of
establishing complex networks of contacts. The algorithm is also inspired by CAs, in that transition
rules are employed to determine the next state of each individual of the population. But these
transition rules use not only the states of the individual and its neighbors, but also some external
information, such as correlation and constraints, which are computed from the problem we are
addressing. With this in mind, the infection algorithm is described in Section 6, after the introduction
of some fundamental concepts useful in the comprehension of epidemic CAs.

5.2 Artificial Life and Cellular Automata
CAs are a class of mathematical systems characterized by discreteness (in space, time, and state
values), determinism, and local interaction. A CA consists of a finite-dimensional lattice of sites whose
values are restricted to a finite (typically small) set of integers Zk = {0,1, . . . , k� 1}. The value of each
site at any time step is then determined as a function of the values of the neighboring sites at the
previous time step. The general form of a one-dimensional CA, for example, is given by

x tþ1
i ¼ f ðx ti�r ; . . . ; x

t
i ; . . . ; x

t
iþr Þ;

f : Z2rþ1
k ! Zk;

ð10Þ

where xti denotes the value of site i at time t, f represents the rule defining the automaton, and r is a
non-negative integer specifying the radius of the rule. The simplest CAs are those with r = 1 and k =
2, designated by Wolfram [28] as ‘‘elementary.’’

In fact, the evolution of a CA is governed typically not by a function expressed in closed form,
but by a rule table consisting of a list of the discrete states that occur in an automaton together with
the values to which these states are to be mapped in one iteration of the rule.

CAs were introduced by von Neumann [26] in an attempt to model self-reproducing systems
such as biological systems; they have been used as models of complex systems from biology to
highly parallel computers. The canonical attribution is to Ulam and von Neumann [25, 26].1 The
dynamics of CAs are based on the following observations about physical systems:

� Information travels a finite distance in finite time.

� The laws of physics are independent of the position of the observer.

To this list, von Neumann added the simplifying assumptions of discrete time, space, a local
discrete state space, and a regular grid topology. He used two dimensions, but the definition can be
extended to any number of dimensions. Here we will use the two-dimensional case.

A universal computation property can be obtained in a cellular array called life, which was
introduced in 1970 by J. Conway [4]. Life has been designed to simulate a population of interacting
living organisms or cells. The population is supposed to ‘‘live’’ on a two-dimensional grid (potentially
infinite). The cells change state, in parallel, by applying, each for itself, a transition function that
depends only on the eight nearest neighbors of the cell on the grid. The global behavior that arises
from such dynamics includes fixed points, limit cycles, and traveling configurations. The interesting
feature of life is that it succeeds, despite its very simple local transition rules, in achieving a global

behavior, bringing a nicely balanced compromise between the complexity of the dynamical evolu-
tions and their stability.

1 At about the same time, but quite independently, Zuse [30] proposed structures, intended as digital models of mechanics, that are

essentially CA.
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5.2.1 Definitions of Cellular Automata
Given a finite set S and a dimension d, one can consider a d-dimensional lattice in which every point
has a label from the set S. Formally, the lattice is the set L = Zd together with the shift space, the
topological product SL (i.e., the set of functions L ! S ), where S is given the discrete topology, and
the product is given the product topology. This space is compact by Tychonoff ’s theorem [10]. What
is more, each of the lattice directions determines a natural shift map ji, which is a homeomorphism
of the space.

Given the d-dimensional shift space, one can form a purely dynamical definition of cellular
automata.

DEFINITION 1 (Cellular automata): A cellular automaton is a continuous map G : SL ! SL that commutes

with ji (1 V i V d ).

This definition, however, is not useful for computations. Therefore we consider an alternate
characterization. Given a finite set S and a d-dimensional shift space SL, consider a finite set
of transformations, N p L. Given a function f : SN ! S, called a local rule, the global CA map is
given by

Gf ðcÞv ¼ f ðcv þNÞ;

where v a L, c a SZ, and v + N consists of the set of translates of v by elements in N.

DEFINITION 2 (Cellular automata): A cellular automaton is determined by a quadruple A = (S, d, N, f )
where S is a finite set, d a positive integer, N o Zd a finite set, and f : SN ! S an arbitrary (local) function. The

global function Gf : S
L ! SL is defined by Gf (c)v = f(cv + N).

A result of Hedlund [9] shows that all CAs arise in this fashion, so that the two definitions are
equivalent. The proof hinges on the fact that every continuous function on a compact space is
uniformly continuous. Notice that, as in classical examples, the local transition functions we consider
are actually local, that is, each fi depends only on some variables xj. Here we will use a special
neighborhood rather than familiar ones like the well-known von Neumann and Moore neighbor-
hoods. Hence, according to the above definitions, we introduce now our notation in order to be able
to introduce the infection algorithm.

5.3 Epidemic Automata Networks
Let Il and Ir be considered each one as a lattice; thus, our CA needs to be able to select, to evaluate,
and to propose automatically a pixel match between the two lattices. In order to achieve it, we
will add two more lattices. The third is a lattice where the automaton registers the information
that is being computed with the algorithm that we will detail in Section 6. This is actually the
lattice of our epidemic CA. The fourth lattice is a virtual image, which represents a reprojected
image from a novel viewpoint. Thus, three of the lattices represent images of size N � M, where N
is in the interval [1, 484] and M is in the interval [1, 768], where each cell has a pixel value P = 0,
1, . . . , 255. The lattice of our epidemic cellular automaton is exactly of the same size, but each cell
contains four different states and a wildcard that we will introduce below. Now, we introduce our
automaton:

DEFINITION 3 (Epidemic cellular automata): Our epidemic cellular automaton is formally introduced as a

quadruple E = (S, d, N, f ) where S (|S| = 5 ) is a finite set composed of four states and the wildcard *, d = 2 a
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positive integer, No Zd a finite set, and fi : S
N ! S an arbitrary set of (local) functions, where i = 1, . . . , 14. The

global function Gf : S
L ! SL is defined by Gf (c)v = f (cv + N ). Also, it is useful to mention that S is defined by the

following sets:

� S = {a1, B2, h3, q0, *}, a finite alphabet,

� Sf = {a1, h3}, the set of final output states,

� S0 = {q0}, the initial input state.

Our epidemic cellular automaton has four states (see Figure 2). These states are described as follows:

� Not exposed, or susceptible, representing the cells that have not been infected by the virus
(the pixels that remain in the initial state).

� Exposed, representing the cells that have been infected by the virus (the pixels that have
been computed in order to find their matches).

� Proposed or infected, representing the cells that have acquired the virus with a probability
of recovering from the disease (the pixels that have been guessed by the algorithm in
order to decide later on a better match based on local information).

� Automatically allocated or recovered, representing the cells that cannot become infected
by the virus. This state represents the cells that are immune to the disease (the pixels
that have been confirmed by the algorithm in order to automatically allocate a pixel
match).

In this way, pixels are labeled following a susceptible-exposed-infected-recovered (SEIR) model that leads
to fast labeling. SEIR epidemics refer to diseases with incubation periods and latent infection.

In general, cellular automata uses a set of transformations called rules, which take a pattern of
discrete values over a spatial lattice to another (future) pattern, with a local map that depends only
on the values of sites in a local region of the lattice. The epidemic cellular automaton uses a spe-
cial neighborhood in order to exploit the epipolar constraint (see Figure 3). This neighborhood
can be divided in two parts: the interior neighborhood composed of the eight nearest cells, and the
exterior neighborhood compose of 16 cells specially chosen so as to register the eight main directions
that an epipolar line could follow. Hence, the neighborhood is composed of 25 cells including the
central cell.

In order to describe the epidemic graphs that we have designed in our work, we formally intro-
duce the definition of graph:

DEFINITION 4 (Graph): A graph, which is denoted by G = (X, G), is a pair consisting of a set X and a

function G. It describes the relationships among a set of objects of any nature whatsoever, which are called its points

(or its elements).

Figure 2. The epidemic cellular automaton uses four states and a wildcard.
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The relationships describing the behavior of epidemic cellular automata can be represented as a
graph. Thus, we say that we have a graph whenever we have:

1. a set X,

2. a function G mapping X into X.

Whenever possible, the elements of a set X will be represented by points in the plane, and if
X and y are two points such that y a Gx, they will be joined by a continuous line with an arrow-
head pointing from x to y. Hence, an element of X is called a point or vertex of the graph, while the
pair (x, y), with y a Gx, is called an arc of the graph. In the following, the set of the arcs of a graph
will be designated by U, the arcs themselves being labeled u, v, or w (with an index if necessary). As
can be seen, the set of arcs completely determines the function defining the graph, just as this
function completely determines the set U; because of this, we may equally well use the forms (X, G)
or (X, U ) to describe the graph G.

A subgraph of a graph (X, G) is defined to be a graph of the form (A, GA) where A o X and in
which the function GA is defined by

CAx ¼ Cx \A:

It is worthy of mention that we have identified some subgraphs such that, if they are changed
appropriately, the global behavior of the algorithm can be improved. The graph of Figure 4 provides

Figure 4. Epidemic graph used to obtain 47% computational savings.

Figure 3. Neighborhood designed to use the epipolar constraint.
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47% computational savings; the graphs of Figures 5, 6, and 7 save around 0%, 78%, and 99%,
respectively. The final results are given in Section 7.

6 The Infection Algorithm

The infection algorithm for searching the correspondences between real stereo images is based on
the concept of a natural virus. The purpose is to find all existing corresponding points in stereo
images while minimizing calculations and maintaining the quality of the reconstructed data.

The search process is based on transition rules, similarly to CAs. Our automaton can be seen as a
distributed sequence of discrete time steps governed by a fixed set of rules. The rule entries depend
on the state of the pixel’s neighborhood. The neighborhood structure considered here is a 25-
neighbor lattice including the central cell: it is positioned inside a 7 � 7 window centered on the pixel
of interest, with 9 close neighbors and 16 external ones.

The initialization of the process is based on a set of seeds—or nuclei of infection—distributed
over the whole image, which attack their neighboring cells. The infection nuclei are generated on the
left image with the O&H and K&R corner detectors [20]. The infection evolves over the image
according to a set of rules that changes the state of a pixel depending on the state of its
neighborhood. Four states are defined as follows:

1. Healthy individuals (not exposed). Nothing has been decided yet for the pixel.

2. Sick individuals (exposed). The pixel has been computed using constraints of dense stereo matching.

Figure 5. Epidemic graph used to obtain 0% computational savings.

Figure 6. Epidemic graph used to obtain 78% computational savings.
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3. Infected individuals (proposed). The value of the pixel is guessed on the basis of its neighborhood
state. Some conflicting information from various neighbors prevents fixing its status at the
moment.

4. Immune individuals (automatically allocated). All the information from the neighborhood is coherent,
and the guessed value has been confirmed.

Figure 7. Epidemic graph used to obtain 99% computational savings.

Table 1. Rules that save 47% of computational power.

Cell No.

Left

up

Col

up

Right

up

Left

row

Right

row

Left

down

Col

down

Right

down

Vec

exp

Vec

prop

Vec

ext

Vec

aut Action

1 1 5 5 5 5 5 5 5 5 5 5 5 5 1

0 2 0 0 0 0 0 0 0 0 5 5 5 5 0

0 3 5 5 5 0 0 0 1 5 5 5 5 5 1

0 4 5 0 1 5 1 5 0 5 5 5 5 5 1

0 5 1 0 5 1 5 5 0 5 5 5 5 5 1

0 6 1 1 1 0 0 5 5 5 5 5 5 5 1

0 7 5 5 5 5 5 5 5 5 3 5 3 5 1

0 8 5 5 5 5 5 5 5 5 3 5 5 3 1

0 9 5 0 5 1 0 1 2 5 5 5 5 5 1

0 10 5 0 5 0 1 5 2 1 5 5 5 5 1

0 11 5 5 5 5 5 5 5 5 3 5 5 5 2

0 12 5 5 5 5 5 5 5 5 5 3 5 5 1

2 13 5 5 5 5 5 5 5 5 3 5 5 5 3

2 14 5 5 5 5 5 5 5 5 5 3 5 5 1
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Figure 8. These eight images show the evolution of our algorithm within a synthetic view. The new image represents
a new viewpoint between those of the two original images. The last two images show the final step of our algorithm.
We apply a median filter to achieve the new synthetic image (g), as well as to obtain the image (h), which is the product
of an exhaustive search. We compared images (g) and (h): the quality is slightly better in (g), while saving 47% of
the calculations.
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Figure 9. These four images show the final results of our algorithm after modifying the rules in order to obtain different
levels of savings in the number of computations. The quality of the virtual image is deteriorated when the level of
automatically allocated pixels is increased. However, the quality of the final image is relatively good regardless the quality
of the nuclei of infection.
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Healthy individuals are the cells that have not been affected by the virus at time t (initial state).
The sick individuals are the cells that have been affected by the virus, and represent pixels that have
been calculated (exposed) in order to find the correspondence on the right image. The proposed, or
infected, individuals represent cells or pixels such that we don’t know yet if we need to calculate them
or automatically allocate them a correspondence or matching. Finally, the immune individuals are in
the most important state, because they represent the automatic allocation of the corresponding pixels
in the right image without the need of calculating the matching. The assignment is made only
through the consideration of the set of local rules, which produces then a global behavior.

The algorithm works in the following way, using the above information. First, we need to
calculate the projection matrix and the fundamental matrix. We consider a calibrated system using a
calibration grid, from which we calculate a set of correspondences with a high-accuracy corner
detector [19]. The obtained information is used to calibrate rigorously the stereo system. It is
important to mention that because the correspondence problem is focused on a calibrated system
using real stereo images, we work now, for simplicity, with a scene that is static. The camera is
moving, but not the scene. It is also important to mention that within the cells we create data
structures composed of the following information: cell state, corresponding coordinates, and angle
of the epipolar line. The whole virtual image is initialized to the healthy state (not exposed). The
lattice is examined cell by cell in a number of cycles.

The aim is to find the maximum number of existing correspondences according to the employed
rules. These rules are defined and coded in a file according to the nature of the problem. They

Table 2. Data generated by the infection algorithm using the rules that save 47%.

Cycle Susceptible Exposed Infected Recovered

0 353526 0 0 0

1 353471 452 161 0

2 352858 578 549 161

5 350545 1767 2255 1690

10 341881 6665 7250 5977

20 316448 20310 19465 18056

30 288861 34951 32375 31155

50 241116 60198 54279 53281

100 145904 110845 98433 97624

150 70456 150649 133660 133052

200 19533 177336 157304 156944

250 2112 186276 165156 165118

300 97 187354 166030 166021

Total time: 00:10:17, versus 00:17:18 for the exhaustive search.

Percentage of computational savings: (166021 � 100) H 353626 = 46.9%.

Percentage of time savings: 41%.
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determine the desired global behavior, even though their application only involves local information
(state of the neighborhood). At each step, the algorithm scans the set of rules in order to make a
decision based on local information.

This structure is flexible: the rules and neighborhood system directly tune the global behavior of
the system. For example, it allows one to obtain various infection percentages (which are directly
related to the saving of computational cost) and various quality levels of stereo matching results [22].

Each central cell is analyzed in order to precisely define its state, as well as the state of its neigh-
borhood. The algorithm searches the set of rules in order to apply the rules that match the current
local state (state of central cell, number of external neighbors in each state, and precise state of the close
neighbors). An action is then activated that produces a path and sequence around the initial nucleus.
When the algorithm needs to execute a rule to evaluate a pixel, it calculates the corresponding epipolar
line using the fundamental matrix information. The correlation window is defined and centered with
respect to the epipolar line when the search process is started. The correlation is the main measure-
ment that is used to identify which pixel on the right image corresponds to the studied pixel of the
left image (of course, improvements may be made by passing in both directions).

If the central cell is automatically allocated, then the angle of the epipolar line and the orientation
constraints of the exposed neighbors are checked for consistency with the corresponding values of
the central cell. The algorithm then saves the coordinates of the corresponding pixel, otherwise the
algorithm calculates the pixel. On the other hand, if the central cell is in the state ‘‘proposed’’, the
central cell is only marked as ‘‘infected.’’ Finally, when the search is finished, the algorithm saves a

Table 3. Rules that save 0% of computational power.

Cell No.

Left

up

Col

up

Right

up

Left

row

Right

row

Left

down

Col

down

Right

down

Vec

exp

Vec

prop

Vec

ext

Vec

aut Action

1 1 5 5 5 5 5 5 5 5 5 5 5 5 1

0 2 0 0 0 0 0 0 0 0 5 5 5 5 0

0 3 5 5 5 0 0 0 1 5 5 5 5 5 1

0 4 5 0 1 5 1 5 0 5 5 5 5 5 1

0 5 1 0 5 1 5 5 0 5 5 5 5 5 1

0 6 1 1 1 0 0 5 5 5 5 5 5 5 1

0 7 5 5 5 5 5 5 5 5 3 5 3 5 1

0 8 5 5 5 5 5 5 5 5 3 5 5 3 1

0 9 5 0 5 1 0 1 2 5 5 5 5 5 1

0 10 5 0 5 0 1 5 2 1 5 5 5 5 1

0 11 5 5 5 5 5 5 5 5 1 5 5 5 1

0 12 5 5 5 5 5 5 5 5 5 3 5 5 1

2 13 5 5 5 5 5 5 5 5 1 5 5 5 1

2 14 5 5 5 5 5 5 5 5 5 3 5 5 1
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synthetic image, which represents the projection of the scene from a point of view between those for
the two original images. This algorithm approaches then the problem of dense stereo matching. It is
summarized as follows:

1. All pixels in the images are initiated to the state ‘‘not exposed.’’

2. Then, pixels of maximum interest are extracted. They are in the state ‘‘exposed’’ (nuclei
of infection).

3. Transition rules are applied to every pixel in the images whose state is not ‘‘automatically
allocated’’ or ‘‘exposed.’’

4. While there still exists pixels that are not automatically allocated or exposed, go to step 3.

7 Experiments

We have tested the infection algorithm on a stereo pair of real images; see Figure 1. The camera is a
PULNiX TM-9701d with a C-mount lens (Fujinon, HF16A-2M1) of focal length f = 16 mm. The
pixel size of the camera is 11.6 � 13.6 Am. The size of the image is 768 � 484 pixels. The infection
algorithm was implemented under the Linux operating system on an Intel Pentium 4 at 2.0 GHz
with 256 Mbit of RAM.

Table 4. Data generated by the infection algorithm using the rules that save 0%.

Cycle Susceptible Exposed Infected Recovered

0 0 0 0 0

1 353471 319278 0 0

2 34193 320004 0 0

5 32216 321777 0 0

10 29646 324310 0 0

20 24976 328940 0 0

30 20706 333170 0 0

50 13366 340430 0 0

100 2016 351580 0 0

150 0 353471 0 0

200 0 353471 0 0

250 0 353471 0 0

300 0 353471 0 0

Total time: 00:15:55, versus 00:17:18 for the exhaustive search.

Percentage of computational savings: 0%.

Percentage of time savings: 8%.

Artificial Life Volume 12, Number 418

An Artificial Epidemic Approach for Dense Stereo CorrespondenceG. Olague et al.



Our approach was to design first a simulation based on a set of 14 rules with the aim of obtaining
around 50% computational savings. The idea was to obtain several global behaviors through a
careful selection of these 14 rules. Table 1 presents a set of 14 rules that could achieve 47%
computational savings. Experiments are presented in Figures 8 and 9. Figure 8 shows a few images
that illustrate the evolution of the infection algorithm using a virtual view. The stereo pair used
presents all the problems that prevent perfect correspondence. In general, the regions of the images
with high texture are the regions where matching is easier to obtain. Here the final result is compared
against an algorithm that uses exhaustive search. We see that the infection algorithm achieves a
slightly better result while saving 47% of computational power. Table 2 illustrates that we could also
achieve over 40% of time savings.

The epidemic CA could be modified to obtain 0% of computational savings; see Figure 5. Table 3
shows the set of 14 rules that we have used to achieve that result. Figure 9 shows a set of
experiments where the local rules were changed in order to modify the behavior of the algorithm. It
shows a set of images and graphs, which illustrates different levels of computational savings. In the
case of 0% savings we still obtain a slight improvement in total time due to the difference in
programming; see Table 4. The latter case represents a high percentage of automatically allocated
pixels producing a good-quality image.

Table 5 provides a set of 14 rules that allows 99% computational savings. It confirms that the quality
around the center of the virtual image is good enough to allow further visual processing: recognition,
segmentation, and classification. Table 6 shows that we could achieve about 90% time savings.

Table 5. Rules that save 99% of computational power.

Cell No.

Left

up

Col

up

Right

up

Left

row

Right

row

Left

down

Col

down

Right

down

Vec

exp

Vec

prop

Vec

ext

Vec

aut Action

1 1 5 5 5 5 5 5 5 5 5 5 5 5 1

0 2 0 0 0 0 0 0 0 0 5 5 5 5 0

0 3 5 5 5 0 0 0 1 5 5 5 5 5 1

0 4 5 0 1 5 1 5 0 5 5 5 5 5 1

0 5 1 0 5 1 5 5 0 5 5 5 5 5 1

0 6 1 1 1 0 0 5 5 5 5 5 5 5 1

0 7 5 5 5 5 5 5 5 5 3 5 3 5 2

0 8 5 5 5 5 5 5 5 5 3 5 5 3 2

0 9 5 0 5 1 0 1 2 5 5 5 5 5 2

0 10 5 0 5 0 1 5 2 1 5 5 5 5 2

0 11 5 5 5 5 5 5 5 5 1 5 5 5 2

0 12 5 5 5 5 5 5 5 5 5 3 5 5 2

2 13 5 5 5 5 5 5 5 5 3 1 5 5 3

2 14 5 5 5 5 5 5 5 5 5 3 5 5 1
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In order to illustrate further the competence of the infection algorithm, a stereo pair of real
images were acquired using a camera mounted on a robot manipulator. The robot, with six degrees
of freedom, is an RX60B from Staubli, which achieves F0.02-mm repeatability. Three photo-
graphs were taken, called the left, right, and central images. The displacement among the
photographs is described by a translation. The central view was taken approximately half way
between of the left and right images. Three synthetic views were created using the infection
algorithm, with savings of 0%, 47%, and 99% of calculations. The agreement between the synthetic
views and the central image is evident. The scene contains a background with high texture, the
calibration grid, and a person. Figure 10g shows the difference between the central image and the
synthetic view with 0% savings. Figure 10h shows the robot manipulator and the camera in a hand-
eye configuration.

In view of the continuing progress in computer technology and the usefulness of algorithms such
as the one presented in this work, we could anticipate that our artificial life approach will be applied
in real time.

8 Conclusion

We have derived a new bio-inspired algorithm and applied it, as a first trial, to dense stereo matching.
It has been proved efficient for the aim of computational saving without losing the quality of the
virtual image. In the future we intend to extend this model in order to identify occluded regions and

Table 6. Data generated by the infection algorithm using the rules that save 99%.

Cycle Susceptible Exposed Infected Recovered

0 353526 0 0 0

1 353471 2 1854 0

2 351615 447 4916 1402

5 340457 807 19672 12176

10 310964 1252 46619 41151

20 241621 1612 115120 110058

30 150014 1770 205343 201484

50 115794 1870 239190 235573

100 52416 2002 302086 298799

150 13033 2057 340955 338126

200 3223 2081 350324 347912

250 148 2081 353349 350987

300 0 2081 353461 351132

Total time: 00:02:16, versus 00:17:18 for the exhaustive search.

Percentage of computational savings: (351132 � 100) H 353626 = 99.2%.

Percentage of time savings: 87%.
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Figure 10. These images show the performance of the infection algorithm using a camera mounted on a robotic manip-
ulator. The scene is composed of a background with high texture, the calibration grid, and a real person. Three images (left,
right, and central) were acquired in order to test the agreement between the synthetic views and the central image.
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vantage points for stereo vision. It seems that the infection algorithm may also be useful in other
image applications, where local information needs to be propagated in a coherent way, such as
monocular vision or ‘‘shape from . . .’’ problems, among others.
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